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Recent advancements in deep learning and embedded
platforms for real-time audio processing have made it pos-
sible to consider embedding advanced algorithms into mu-
sical instruments. Among the many possible applications
of such systems, this offers the opportunity to further de-
velop the 45-years-old concept of guitar synthesizer: a real
guitar, paired with a sound synthesizer that can enable gui-
tarists to sound nothing like a guitar.

Albeit innovative at the time of their inception, these
instruments quickly lost interest from many guitarists as
the tracking systems used to interface the instrument with
the synthesizer were rather limited. Throughout the years,
these were improved in terms of the accuracy achieved in
tracking both the pitch and envelope of the guitar notes.
However, these systems did not manage to track many of
the nuances introduced in the sound by guitar players thro-
ugh the use of expressive techniques, such as palm-mute,
harmonics, the use of different picking positions, or even
percussive fingerstyle in acoustic guitars. This results in
the lack of ability to transfer this expressiveness from the
“controller” to the synthesizer, requiring players to detach
their hands from the instrument to shape the synthetic sound
through a conventional and inadequate synthesizer inter-
face composed of knobs and sliders.

The recent developments in and embedded platforms for
audio make it possible to consider embedding into a regu-
lar guitar a system that can track the expressive technique
used by the player, along with pitch and temporal evolution
of notes, and reuse this information in real-time to shape a
synthetic sound or audio effects. Moreover, the generation
of the synthetic sound can be embedded into the instrument
too, like in smart musical instruments [1]. Finally, real-
time information about the expressive techniques used can
be exploited to control other systems external to the instru-
ment, such as stage lighting setups or video generation for
music performances.

In this presentation, I will report on the progress of our
research group in developing an embedded, real-time ex-
pressive technique recognition system for the guitar. I will
briefly introduce the challenges of real-time Music Infor-
mation Retrieval (MIR) on embedded systems, along with
the initial results that we obtained with a monophonic tech-
nique classifier, developed to recognize pitched and per-
cussive techniques on the acoustic guitar [2]. Our initial
efforts resulted in an accuracy of 99.1% in recognizing per-
cussive acoustic guitar techniques, with an average onset-
to-result latency of 30.7 ms. However, we are working
towards a reduction of latency to 20ms, with promising

results. This first system yielded lower accuracy results
with pitched techniques, which is to be largely attributed
to the lack of refinement and tuning of the different stages
of classification, which include onset detection, feature ex-
traction, and a deep classification network.

I will discuss how such a multi-stage classification pipe-
line can be beneficial to the latency of real-world embed-
ded implementations. The technique recognition system
was implemented as an audio plugin and deployed to a
Raspberry PI4 board with the real-time operating system
Elk Audio OS [3], which provides quick and high-resolution
audio processing capabilities.

Then I will present the progress that was made to im-
prove the accuracy and latency of our embedded classi-
fier, which includes fine-tuning the onset detection stage
to reduce latency variability [4] and investigating the per-
formance differences between four deep learning inference
engines for embedded CPUs [5].

In our work we aim at developing both theoretical ad-
vancements and embedded implementations, as well as con-
ducting measurements of performance at computational and
memory levels, which contributes to the research field of
embedded real-time MIR and in general to the field of em-
bedded AI for NIME.
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Video Recording from the NIME Workshop Session:
https://youtu.be/H99MRsQ6U3Y?t=4760
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