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Abstract—Musical collaboration in virtual reality (VR) faces a
fundamental technical challenge: achieving the ultra-low latency
required for ensemble synchronization while maintaining the
rich spatial interactions characteristic of Shared Virtual Environ-
ments. This paper presents a proof-of-concept for a hybrid decou-
pled architecture that addresses these competing requirements
of real-time graphics, interactions, and audio through strategic
layer separation. Our system combines dedicated real-time audio
hardware for networked music performance (Elk LIVE) with
consumer head-mounted displays running a custom-made social
VR application (made with the Ubiq framework). These two
subsystems are connected through lightweight control messaging
infrastructure. We evaluated the system through deployment
with 12 musicians across three distributed groups, measuring
technical performance metrics and user experience through stan-
dardized questionnaires. Results show that the audio subsystem
maintained consistent latency with minimal packet loss, while
VR layer performance varied significantly. Participants achieved
moderate levels of social presence and creativity support, with
evidence suggesting that audio consistency enables musical focus
even when visual performance degrades. Our findings indicate
that decoupled architectures might resolve the tension between
musical precision and VR immersion requirements, providing
design principles for next-generation Musical Metaverse systems
that prioritize temporal consistency over absolute performance
optimization.
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I. INTRODUCTION

The emergence of collaborative music systems within vir-
tual reality (VR) environments, where musicians collaborate
in real-time across networked immersive environments [1]
presents a critical system design challenge: achieving ultra-low
audio latency requirements for musical synchronization [2],
[3] while maintaining the rich spatial interactions and so-
cial presence characteristic of Collaborative and Social VR
applications [4]-[6]. The technical requirements for these
two domains are fundamentally incompatible [7]. Networked
music performance (NMP) research has established that en-
semble musical coordination requires audio latencies below 30
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ms [2], [3], while social VR applications such as VRChat or
Horizon World typically operate effectively with latencies of
100-150 ms [8], [9]. Additionally, musical applications prefer
uncompressed audio transmission to minimize codec delay,
protocols such as the User Datagram Protocol (UDP) to avoid
TCP’s reliability overhead, whereas VR platforms prioritize
bandwidth-efficient voice codecs such as Opus which are
optimized for speech intelligibility rather than musical fidelity.
Moreover, in NMP applications network jitter compensation
requires intelligent buffering strategies to balance latency with
audio quality. All together, these requirements create several
technical optimization challenges.

Existing examples of collaborative musical VR systems
predominantly employ integrated architectures that combine
audio processing, spatial rendering, social interaction, and
synchronization within a single VR application framework (see
Fig. 1(a)). This is typical of applications such as PatchWorld'
or CSound Meta [10], as well as several prototypes (e.g., [11]-
[13]) that tried to combine social VR with NMP systems.
These systems do not exchange audio streams, but control
messages that trigger sounds stored locally at each peer node.
While ensuring tight audio-visual coupling, this approach
forces audio processing to contend with graphics rendering and
networking for computational resources, frequently resulting
in compromised audio quality or increased latency jitter.
Moreover, this makes the integration of electric and acoustic
audio sources (singing voice, guitars, brass) unfeasible, since
the audio processing (especially synthesis) happens locally. On
the other hand, traditional NMP systems like JackTrip [14]
and LOLA [15] achieve optimal audio performance through
the streaming of uncompressed audio signals, but lack the em-
bodied interaction and spatial presence essential for immersive
collaborative experiences [16] (see Fig. 1(b)).

To overcome the limitations of the two approaches, this
paper presents a proof-of-concept for a decoupled architecture
that addresses these competing requirements through strategic
layer separation while preserving perceptual coherence (see
Fig. 1(c)). We developed a prototype using Ubiq, a Unity
networking library for the VR subsystem [17], and Elk LIVE?,
a hardware—software solution for streaming low-latency, high-

'PatchWorld: https://patchxr.com/ (accessed: 2025/07/12)
2Elk LIVE: https://elk.live/ (accessed: 2025/07/12)
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Fig. 1. (a) An integrated architecture for music making in collaborative VR, where all the processes (Social VR and audio) take place in the same application
running in an HMD; (b) A classical NMP architecture, where audio data are streamed between peers but the visual feedback (if present) is a video feed that
take place in another application layer; (c) The decoupled architecture proposed in this paper where the two processes (Social VR and audio) take place in
two separate subsystems but they are synchronized through a messaging and control layer.

quality audio, for the NMP subsystem. While previous work
has demonstrated the viability of decoupled approaches using
JackTrip in connection with a simplified immersive frame-
work [18], our work extends this concept by offloading audio
synthesis and music networking to a dedicated hardware and
software subsystem, while the VR subsystem focuses on visual
rendering and social interaction. A lightweight control mes-
saging infrastructure ensures synchronized interaction between
the two layers, such as between musical gestures in the VR
and audio generation, maintaining the tight feedback loops
required for expressive musical performance.

The primary contributions of this work are: 1) a hybrid
architecture that proposes to resolve the tension between
musical precision and VR immersion requirements through
strategic subsystem decoupling; 2) a working implementation
integrating consumer VR hardware with professional audio
processing systems; 3) empirical validation through deploy-
ment with 12 musicians across three distributed groups; 4)
performance analysis demonstrating system resilience; and 5)
design principles for multi-modal optimization in VR music
systems.

II. SYSTEM ARCHITECTURE

Our hybrid architecture addresses the competing demands
of musical precision and immersive presence through three
fundamental design principles: layer separation with syn-
chronized control, independent performance optimization, and
modular integration. Audio synthesis and VR rendering are
implemented as independent subsystems based on their re-
spective performance requirements. Audio processing occurs
on dedicated real-time hardware, while VR rendering utilizes
the full computational capacity of headset graphics proces-
sors. These layers maintain synchronization through a low-
latency control messaging protocol that preserves tight cou-
pling between musical gestures and audio response. Then, each
subsystem operates according to domain-specific performance
constraints. While the audio subsystem prioritizes quality and
stability, the VR subsystem focuses on consistent frame rates,
spatial interaction fidelity, and social presence indicators. This
independence should enable sustained musical performance
even under VR layer performance variations.

A. Social VR Subsystem

The first subsystem is dedicated to render the immersive
VR environment and support embodied, spatial, and social
interactions. It was developed using Ubiq a free and open-
source networking library for Unity designed to facilitate
the construction of social VR systems for research, teaching,
and experimentation®. Ubiq operates through a component-
centric messaging architecture where discrete messages are
exchanged directly between Unity Components across net-
worked peers, allowing for flexible network topologies (e.g.,
peer-to-peer, client-server). Ubiq provides support to both
Unity XR Interaction Toolkit and simulated VR controls to
be used in the Unity Editor. This simplifies the deployment
process and streamlines development and testing. The system
provides core social VR functionality including basic avatar
management, real-time positional voice communication via
WebRTC, object spawning, event logging, and room-based
rendezvous services. While Ubiq cannot be compared in terms
of scalability to industry-standard tools such as Photon PUN,
it can be extended with custom components.

B. NMP and Audio Subsystem

The second subsystem is dedicated to processing and
streaming audio data through the network. This was developed
using an off-the-shelf NMP solution such as Elk LIVE. The
Elk LIVE ecosystem represents a comprehensive solution for
NMP, operating as a peer-to-peer audio streaming system that
transforms analog audio signals into IP packets for network
transport and vice versa. Elk LIVE consists of the Elk LIVE
Bridge hardware device and the Elk LIVE Studio web appli-
cation. The hardware device and Studio webapp are used in
conjunction, allowing users to establish an audio and video
connection with remote peers with the same Elk LIVE setup.

The Bridge is a dedicated audio and networked interface
that handles audio I/O and network transmission. The in-
terface offers several physical audio connectors (e.g., XLR,
6.35 and 3.5mm jacks) along with an Ethernet port for fast
wired internet connection. The device operates as a standalone
server, functioning as a sender/receiver broadcasting audio

3Ubigq: https://github.com/UCL-VR/ubiq (accessed: 2025/07/12)



directly to other Bridges in real-time through the network
connection. Each device captures audio input, mixes it with
signals from remote peers, and delivers the combined audio
to the line and headphone outputs. The Bridge processes 24-
bit, 48kHz uncompressed audio, since compression would
introduce additional latency. The Elk LIVE Bridge is based
on the Elk Audio OS* [19], a real-time Linux-based operating
system optimized for audio processing. For sound and data
processing, Elk Audio OS includes Sushi®: an headless (i.e.,
with no graphical user interface) Digital Audio Workstation
(DAW). Sushi can host VST2, VST3, and LV2 plugins. The
version present in the Elk LIVE Bridge boards comes with
many open-source plugins®. Like most of conventional DAWs,
Sushi supports the most common protocols for controlling and
syncing with external sources and devices such as MIDI, Open
Sound Control (OSC), gRPC, and Ableton Link.

Control and management occur through Elk LIVE Studio’,
a browser-based application similar to those used for video-
meetings such as ZOOM or Google Meet. Studio allows users
to find remote peers, start NMP sessions, establish a video
connection as well as the low latency audio communication,
mix audio streams and route audio signals. Its Mixer section
provides control over input sources and allows participant
to create their own headphone mix without affecting others’
monitoring. For details and benchmarking of the Elk LIVE
system see [20], [21].

C. Communication Infrastructure

The communication infrastructure coordinates the VR and
audio subsystems through a lightweight messaging framework
that maintains the temporal precision required for interactive
musical performance. The system employs OSC protocol for
transmitting musical control data from VR gestures to the Elk
LIVE Bridge where the audio synthesis happens, achieving
sub-10 ms latency on local networks essential for time-critical
musical systems [22], [23].

The OSC implementation uses a standardized address space
/keyboard_event/ [track_name], with parameters for
note_on, note_off, aftertouch, and note_index.
Control messages are transmitted via UDP with a dedicated
port per peer, achieving typical end-to-end control latency of
2-3 ms on the local network. By doing so, the architecture
separates between processes dedicated to audio and ones to
control messaging into independent network channels, pre-
venting high-bandwidth audio data from interfering with time-
sensitive gesture commands.

D. Network Architecture

The network architecture implements a dual-channel strat-
egy that optimizes communication pathways for the distinct

4Elk  Audio OS: https://elk-audio.github.io/elk-docs/html/ (accessed:
2025/07/12)
SElk  Audio
2025/07/12)
9Elk Audio MDA VST2: https://github.com/elk-audio/mda-vst2
7Elk LIVE Studio: https://studio.elk.live/ (accessed: 2025/07/12)
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Fig. 3. Detailed view of the system architecture for a single peer.

requirements of audio streaming and control messaging in
distributed musical performance (see Figs. 2 and 3). Au-
dio streaming utilizes Elk LIVE’s peer-to-peer infrastructure,
which has an audio packet transmission protocols specifically
tuned for musical latency requirements. To achieve minimal
latency, Elk LIVE uses the UDP without audio compression
or retransmission. The system employs several solutions to
guarantee continuous and quality audio output, including a
jitter buffer and packet loss concealment algorithms. The
UDP protocol choice reflects the real-time nature of musical
performance, where occasional packet loss is preferable to the
delays introduced by TCP retransmission mechanisms. De-
layed packets are in fact not useful for live musical interaction.

Control messaging operates through Ubiq’s WebSocket and
WebRTC infrastructure, which handles VR state synchro-
nization and voice communication alongside musical control
data. While voice chat leverages Ubiq’s established WebRTC
implementation, OSC messages for gesture-to-audio commu-
nication maintain dedicated low-latency pathways to preserve
time-critical musical interactions. This separation allows each
communication type to utilize protocols optimized for its



Fig. 4. The main components of the proof-of-concept system: a) a standalone HMD, b) a collaborative virtual world named RythmUS, c) the Elk LIVE
system, d) the Elk LIVE Bridge.

specific characteristics. Session coordination is managed by
a Node.js server that handles user authentication, session
initialization, and NTP-based clock synchronization services.
The server additionally provides fallback communication path-
ways between subsystems, ensuring system resilience when
primary communication channels experience disruption. This
architecture was validated through real-world deployment sce-
narios that confirmed its effectiveness in maintaining musical
performance quality across distributed environments.

E. Implementation

The main components of the proof-of-concept system are
shown in Fig. 4. For the VR subsystem, we developed a VR
application named RythmUS®. The application was developed
using Unity LTS 2022.20.2f1 and tested on Meta Quest 2
and 3 HMDs. The virtual world was designed as an island
surrounded by the sea, with a tower, which top part is the
performance stage for the users (Fig. 5(a)). Upon entering the
virtual world, a user is placed on a bridge. A Ubiq menu allows
the user to either create or join an already active room. Inside
a room, the users can see each others as 3D embodied avatars.
The avatars are randomly assigned. Users can also speak with
each others through the microphone available in the HMD.

To reach the stage, users has to climb the tower. There,
users can position themselves in the space and through a
dedicated menu users can spawn a 3D virtual musical interface
(Fig. 5(b)). This is composed of control surface and two
mallets (Fig. 5(c)). The control surface is modeled on one
octave of a piano, starting from C3. Through two arrows
placed at the sides, the user can change the octave of the scale.
With the mallets, users can interact with the blocks. When the
mallet enters, a note_on message is sent through OSC to
the Elk LIVE Bridge, when the mallet exits, a note_off is
produced. If the mallet stays inside a block the note selected
keeps playing and, depending on the amount of movement,
the vibrato can be applied. The audio is synthesized in the
Elk LIVE Bridge, through a synthesizer plugin. For our test we
selected the MDA JX-10, a lightweight subtractive synthesizer

8Github repository of RythmUS https://github.com/CIMIL/
MusicalMetaverseElkLiveAudio (accessed: 2025/07/12)

plugin inspired by 1980s Roland synthesizers’. The VST
synthesizer is loaded in Sushi on the Elk LIVE Bridge, through
the dedicated python interface, before the beginning of each
session. While the MDA JX-10 includes 52 preset patches,
users can select (through a menu placed under the blocks) 4
of them, named Echo Pad, Monosynth, Solid Backing, and
Synth Brass.

III. USER STUDY

We conducted a user study out at SAE Institute in Milan,
involving 12 participants divided into three groups. The main
aim was to evaluate the system’s capabilities and gather infor-
mation on the quality, usability, and sense of social presence
provided by the system.

A. Farticipants

Twelve adult participants (4 identified as women, 8 as man,
age: 23 + 3.25) volunteered to took part in the study. Par-
ticipants were divided in three groups, each group composed
of 3 men and 1 woman. They were all proficient musicians
(years: 11.75 £ 4.43), versed in different musical instruments
such as guitar, keyboard, and in a variety of tools for digital
music production. None of them had previous exposure with
tools for music making in VR. Only one reported to have
tried once a VR game. Similarly, none of them used regularly
NMP systems, and had experienced only a few times ZOOM
in this context (see Fig. 6). They were recruited through
post and invitations through the network of SAE Institute
Milano. All participants received a 50 Euros Amazon Gift
Card as compensation. Before the test, they provided informed
consent.

B. Methods

For each test, each member of the group (Peer 1-4) was
placed in a different room. The rooms were located in the
same building. The rooms of Peer 1, 2 and 4 were located
at the first floor at a distance of 5 meters between Peer 4
and Peer 1 and 2, were Peer 1 and 2 distanced around 2
meters. Peer 3 was placed one floor below. Each room was
equipped with an Elk LIVE Bridge board and a laptop (used

9Github repository with the tools to reproduce the audio setup with Elk Live
and the Bridge. https://github.com/CIMIL/MusicalMetaverse_ElkLive_Bridge
(accessed: 2025/07/12)
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Fig. 5. (a) The RythmUS virtual environment, with the 1) entrance bridge, 2) Ubiq Room Menu, 3) performer’s stage; (b) the top of the tower with the
different peers represented as avatars (4) playing together their virtual instruments (5); (c) the 3D virtual instrument composed by the 6) block interface; 7)
the virtual sticks; 8) buttons to change the octave; 9) menu for selecting the VST presets.

Fig. 6. The equipment used by participants: 1) Meta Quest 3, 2) Tracked
controllers; 3) Elk Studio Live; 4) Elk LIVE Bridge; 5) Headphones.

for connecting with Elk LIVE) connected to the LAN. While
the Elk LIVE Bridges were connected to the network through
LAN cables, the HMDs were connected on the same network
using WiFi. For listening to the audio stream, each participant
wore a pair of Beyerdynamic DT 770 headphones connected to
their Elk LIVE Bridge. For VR, each participant was provided
with Meta Quest 3 with hand-held controllers for direct ma-
nipulation and interaction. While Elk LIVE connected to the
cloud-based server of Elk, the VR applications were connected
using the Ubiq local server, which run on the laptop of an
experimenter.

C. Procedure

The procedure was the following for each group. First,
at the beginning they were instructed about the nature and
the objective of the task. Then the experimenter introduced
the participants to the system and its basic functionalities.
Second, participants were accompanied to a different room
by one of the experimenters. There, each participant was
assisted by an experimenter for setting up the system, as well
as wearing the HMD and headphones. Third, when the test
started it was divided into two sessions. In the first session, an
experimenter connected from a laptop (using the same setup as
the participants), instructed the participants inside the virtual
world. Participants were guided to the main functionalities,
how to create the virtual instruments, and how to use them.
After 15 minutes of free exploration, participants were asked

to go through a 30-40 minutes of guided improvisation.
After that, the experimenters helped participants in removing
the equipment and accompanied them to the initial room,
where they were asked to fill in three questionnaires and to
report feedback about their experience. The entire session took
approximately 90-120 minutes.

D. System Performance Metrics

From a the point of view of our system, we were interested
in assessing its characteristics especially in terms of the impact
of the network in which the test was made. Using the built-
in logging tools of Ubiq we collected a measure of roundtrip
latency (Ubig-RL) between peers and frame time (Ubiq-FT)
of each peer. The first measures roundtrip latency between
the different peers, in milliseconds. The second represents the
amount of time in seconds that has elapsed since the last
frame was captured at remote peers during latency probes.
This measure reflects the overall application performance and
computational load. With the logging tools of Elk LIVE we
collected the roundtrip latency between peers and the packet
error ratio, which represents the percentage of packets that
failed to arrive at destination during network transmission.
Additionally, we derived for the four performance metrics
the coefficient of variation (CV), which revealed distinct
performance profiles across experimental groups. Also for CV,
we calculated the mean and standard deviation of each of these
measures for each peer in each group, and across all peers in
a group.

E. User Experience Assessment

From a subjective level, we were interested in investigating
three specific aspects: 1) since VR is a new medium for
musicians we wanted to understand the impact of VR as
a technology in a collaborative and social musical task; 2)
investigate the sense of co-presence and at which level a VR
musical application with more than 2 users can efficiently
support it; 3) how the VR instrument we developed were
effective in supporting musical creativity.

For the first point, we developed ad-hoc questionnaire with
four items to be assessed on a 7-point Likert scale. For
the second point, we used a 5-point Likert scale modified
version of the Networked Minds Social Presence Inventory



TABLE I
UBIQ - MEAN LATENCY BETWEEN PEERS.

Group  Latency (ms) CV
1 76.63 £ 116.07  1.515
2 46.54 £ 4541 0.976
3 4335 + 13275  2.927

(NMSPI) [24]. Being an exploratory work, which involved
only three groups of players, we removed the part of the
questionnaire related to “Perception of the other”, and instead
focused solely on “Perception of self”. Then, we removed the
items related to “Perceived emotional contagion” since this
was not part of the main focus of the study, and we deemed it
both difficult to apply with the type of task employed, and not
directly applicable in a musical context. For the third point, we
used the Creativity Support Index (CSI) [25] (7-point Likert
scale), a tool used for evaluating how a digital tool can support
creativity. Additionally, a series of interviews were conducted
with participants to better explore their experience.

IV. RESULTS

For the Ubiq system we found a variation in the roundtrip
latency measured for each group. See Table I for a summary
of the results, and Fig. 7 for the Cumulative Distribution
Function (CDF). In terms of mean latency, Group 3 and 2
showed the lowest (M = 45.35 ms; M = 46.54 ms), while
Group 1 showed the largest (M = 76.63). However, by looking
at CV we can notice that while Group 2 showed the lowest
(0.976), Group 3 showed the highest (2.97), and Group 1 a
value in between (1.515). This shows that in terms of latency,
Group 2 was the most stable of the three. However, variability
can be an issue. Regarding frame time (see Table II for a
summary of the results, and Fig. 8 for the CDF), we can see
that different groups had different experience. By considering
that the target frame-rate for VR applications on the Meta
Quest 3 is 72 Frames per Seconds (FPS), we can see that the
closest was Group 3 with approximately 72.46 FPS, followed
by Group 1 with 68.85 FPS and then by Group 3 with a general
performance that lowered to around 46.88 FPS. However, this
was probably caused by an anomalous behavior of the HMD
of Peer 1. The CV of all three groups is somehow comparable,
showing that the variation was generally similar.
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Fig. 7. Cumulative Distribution Function for the Ubiq roundtrip latency
measured for each peer.

TABLE 11
UBIQ - MEAN FRAME TIME BETWEEN PEERS.
Group Frame Time (ms) CvV Frame per second (FPS)
1 14.58 + 19.87 1.363 68.58
2 21.33 + 35.16 1.648 46.88
3 13.80 + 14.61 1.058 72.46
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Fig. 8. Cumulative Distribution Function for the Ubiq Frame time measured
for each peer.

For the latency of the Elk LIVE system (see Table III for a
summary of the results, and Fig. 9 for the CDF) we can see that
the results are similar between groups, in the range of 6.68-
6.82 ms, with a CV of between 0.141 of Group 2 and 0.105
of Group 3. Regarding the packet error ratio (see Table IV
for a summary of the results, and Fig. 10 for the CDF, we
also found general similarity between the three groups, and a
stable CV between 1.22 and 1.51. Taking together these results
confirm the stability and low latency of Elk LIVE, at least in
a local network.

Despite identical hardware and network infrastructure,
groups exhibited different performance characteristics due to
varying computational loads from simultaneous processes,
different HMD initialization states, and potential interference
from other network traffic during testing sessions. Group 2’s
anomalously low frame rate was primarily caused by perfor-
mance issues on Peer 1’s device, highlighting the sensitivity of
VR applications to system state variations even in controlled
environments.

TABLE III
ELK LIVE - MEAN LATENCY BETWEEN PEERS.

Group Latency (ms) CV
1 6.82 + 0.30 0.043
2 6.78 + 0.96 0.141
3 6.80 + 0.72 0.105

TABLE IV
ELK LIVE - MEAN PACKET ERROR RATIO BETWEEN PEERS.
Group Packet Error Ratio (%) CV
1 0.53 + 0.08 1.51
2 0.58 + 0.06 1.3
3 0.57 = 0.07 1.22

Regarding the user experience (see Fig. 11), device aware-
ness scores ranged from 2.75 to 4.75 across the three groups,
with Group 1 showing the low device intrusiveness (M =
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Fig. 10. Cumulative Distribution Function for Elk LIVE Packet Error Ratio
measured for each peer.

2.75) and Group 3 the highest of the three (M = 4.75). Focus
on the task scores varied among groups, with Group 2 that
reported to be more focused on musical execution rather than
interface mechanisms (M = 5.25), followed by Group 2 (M
= 3.75) and Group 1 (M = 2.50). The visual interference
remained relatively consistent across groups. Differently, audio
interference showed small variations, with Group 2 reporting
low interference (M = 2.75), Group 3 showing a moderate
level (M = 3.75), and Group 1 reporting the highest audio
interference of the three (M = 4.75).
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Fig. 11. Mean and standard deviation of the results for the ad-hoc user
experience questionnaire for the three groups.

In terms of social presence (see Fig. 12), scores were
relatively uniform. Co-presence scores were relatively uniform
across groups, ranging from 2.63 to 3.00 M = 2.84, SD =
0.19). Perceived attentional engagement varied, with Group
2 showing the highest engagement (M = 3.33, SD = 0.360)
and Group 1 the lowest (M = 2.58, SD = 0.210) of the three.
Perceived comprehension scores ranged from 3.25 for Group

2 to 4.17 for Group 1. Perceived behavioral interdependence
remained consistent across all groups, with scores clustering
around 3.0.

Collectively, these moderate scores suggest participants
experienced adequate social presence for collaborative work,
with consistent within-group experiences (SD < 0.5) but
noticeable between-group differences in terms of engagement
and comprehension.
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Fig. 12. Mean and standard deviation of the results for the modified version
of the Networked Minds Social Presence Inventory for the three groups.

The CSI scores —in a scale from 0% to 100% (see Table V)—
show differences between groups. Nevertheless, the overall
mean CSI across all groups was 52.22% (SD = 4.54), indicat-
ing a global moderate levels of creative support provided by
the VR instrument used by participants. The CSI index from
Group 1 (48.1%) is below midpoint, while Group 3 (51.7%)
and Group 2 (56.9%) are just above midpoint. However,
similar standard deviations (M = 2.0-2.3) indicates consistent
experiences within each group.

A. Post-task Interviews

After the user study, all participants were invited to take part
in an in-depth interview conducted by one of the authors. Out
of 12, 10 participants agreed to participate. The interviews
were conducted online, one week after the conclusion of
the user study. The aim was to explore participants’ lasting
emotional responses and their evaluations of the experience.
While, the final part of the interview focused on participants’
perspectives on the future of the Musical Metaverse and its
impact in their music practices.

The interviews revealed both the appreciation of several
technical aspects of the system as well as areas requiring
improvement. The majority of comments focused on technical
performance, user interface effectiveness, and system reliabil-
ity during collaborative musical sessions.

At first, participants positively evaluated the spatial audio
implementation, noting that “audio comes from your interface
to others... it’s much more practical and real.” According to
participants the tracking system of the HMD successfully cap-
tured their musical intentions, with one participant observing



TABLE V
THE CREATIVITY SUPPORT INDEX FOR THE THREE GROUPS.

Group  CSI score (%)
1 48.1+23
2 569 +2.3
3 51.7 £2.0

that “if I played softly, the music went softly: it captured the
intention.” When functioning properly, the system achieved
fluid real-time interaction, described as “everything was so
fluid and instantaneous. All the moments when it worked
perfectly.”

However, significant technical challenges emerged. First,
audio latency from the speech channel consistently impacted
musical synchronization and hindered collaborative timing.
Being in a social and collaborative immersive environment
presented a learning curve for participants which were mostly
first time users of VR. Participants especially noted the they
felt “chaotic in my movements because we weren’t familiar
with the interface... there were some things that didn’t work.”
Especially participants from Group 1 reported system stability
issues, including frequent crashes and connection problems,
disrupted musical flow and were characterized as making the
application “clunky.”

An important positive aspect appreciated by participants was
the design of the virtual environment, which contributed to
their sense of immersion, though participants described the
graphics as “Minecraft-like”. However, according to the ma-
jority of participants the chosen avatar representation created
identity disconnection, affecting participant recognition and
authentic presence within the collaborative space.

Despite experiencing significant technical limitations during
the sessions, participants acknowledged the system’s poten-
tial for remote music-making. They specifically identified
rehearsal and collaborative production as promising applica-
tions, noting that existing web conferencing platforms fail to
support adequately musical activities. Notably, post-session in-
terviews revealed more positive perspectives than the feedback
recorded after the study, indicating that reflection time allowed
participants to better appreciate the system’s collaborative
possibilities beyond immediate technical frustrations.

In conclusion, participants identified key technical priorities
that according to them should be addressed such as latency
reduction of speech audio, enhanced interface design for
intuitive musical expression, and improved system stability for
extended collaborative sessions.

V. DISCUSSION

The results of the technical performance showed that our
proof-of-concept developed for creating a social VR music-
making experience is feasible but reveals important consider-
ations for system design and deployment.

Our findings suggest that using decoupled systems (Social
VR and NMP) may enable selective resilience in collaborative
musical interaction, offering preliminary evidence for an alter-
native architectural approach for VR music systems. Group 2

achieved the highest task focus on musical execution (M =
5.25) while experiencing severe VR layer degradation (46.88
FPS, and 23.27 ms latency), yet maintained an almost identical
audio layer performance (6.78 ms peer-to-peer latency) to all
other groups. This dissociation demonstrates that musicians
can maintain collaborative effectiveness when core musical
communication pathways remain intact, even as secondary
interaction modalities degrade. Additionally, the two-layer
architecture approach reveals that musical communication and
VR interaction operate with different performance require-
ments. While the VR subsystems showed large variation —
ranging from 43.35 ms to 76.63 ms of roundtrip latency with
coefficients of variation up to 2.927- the dedicated audio
subsystem remained consistent across all conditions. This
decoupling appears to help musicians to prioritize auditory
information when visual-spatial cues become unreliable, sug-
gesting potential modality switching strategies in degraded VR
environments. While, interesting, this aspect warrants further
investigation.

Group 1 demonstrated a distinctive adaptation mechanism:
despite experiencing the worst performance of the VR subsys-
tem (76.63 ms roundtrip latency, CV = 1.515) and low task fo-
cus (2.50), they maintained high perceived comprehension (M
= 4.17). At the same time, their audio performance (6.82 ms
peer-to-peer latency, CV = 0.043) remained consistent with the
other groups. This dissociation might indicate that even in VR
contexts musical comprehension operates primarily through
audio channels, with the VR subsystem affecting secondary
spatial-visual interactions. As shown by previous research (in
non-VR settings) musicians can collectively adjust temporal
expectations to accommodate system constraints, maintaining
comprehension through coordinated adaptation [26], [27]. Ad-
ditionally, these results align with the ones of Cairns et al. [18]
such as musicians could maintain focus when audio remains
stable despite visual issues. Taken together, this suggests that
VR music system design should prioritize audio modalities
with significant implications for resource allocation and sys-
tem architecture. This adaptation mechanism aligns also with
the results by Van Kerrebroeck et al. [28] that temporal
rather than visual synchronization drives musical [liveness,
but extends this insight to reveal that temporal predictability
may be more critical than temporal optimization. Even if
preliminary, the design implications of these are profound
rather than pursuing minimal latency, systems should prioritize
consistency. However, the understanding of these strategies
in collaborative VR contexts with larger ensembles require
further investigation.

Beyond such considerations, our results reveal a critical re-
lationship between network stability and voice communication
quality that extends beyond musical audio performance. Mu-
sicians experienced significant voice communication interfer-
ence due to speech being integrated within the VR subsystem
rather than the dedicated audio system. The relatively high
stability of the VR subsystem experienced by Group 2 (CV
= 0.976) corresponded with lowest voice interference (M =
2.75), while Group 1 network variability was accompanied



with a high perceived voice interference (M = 4.75). Critically,
this occurred while musical audio remained consistently high-
quality across all groups through the dedicated NMP system.

This dissociation shows that voice communication and mu-
sical audio serve distinct collaborative functions that cannot be
substituted for each other. Even when musical audio transmis-
sion remained optimal, degraded voice communication signif-
icantly impacted the collaborative experience, suggesting that
musicians rely on voice channels for coordination, planning,
and social connection while using the audio layer for musical
interaction. The sensitivity to voice interference despite stable
musical audio reveals that VR music collaboration requires
dual-channel reliability. It is possible that musicians monitor
voice communication quality as an indicator of overall system
trustworthiness.

Although music is inherently non-verbal, speech was used
by participants for negotiating musical decisions when non-
verbal communication failed and for problem-solving during
rehearsals. Voice degradation was particularly important since
the experimenter guided sessions through verbal instructions,
acting as a sort of conductor. Previous research found that
verbal communication in music was more effective than
gestures when used by conductors during rehearsals [29].
Yarbrough [30] showed that singers responded better to ver-
bal instructions about articulation than gestural cues. Unlike
traditional NMP settings, which focus primarily on musical
data and audio transmission, social and collaborative VR en-
vironments introduce this additional communication channels
critical for effective collaboration. This aspect warrants further
research, since voice communication integration in musical
XR environments has not been deeply studied before. Our
findings suggest that future VR music collaboration systems
must prioritize the reliability of both musical and commu-
nicative channels to support more effective distributed musical
collaboration.

Taken together, our findings provide several evidences for
hybrid architectural approaches that optimize multiple com-
munication channels independently. While Cairns et al. [18]
have already showed the feasibility of decoupled architectures
using dedicated NMP systems with simplified VR interfaces,
our findings extend this approach by demonstrating that also a
dedicated hardware can provide even greater consistency in the
audio layer while supporting more complex VR interactions.
We can then suggest that a successful VR music collaboration
systems should require at least three distinct networking opti-
mizations: musical audio, voice, and visual-spatial interaction
including gestures and body sway which have been extremely
important for synchronization [31], [32].

A. Limitations and Future Work

The small sample size (n = 12) and the controlled local
network environment limit the generalizability of our findings
to real-world distributed collaborations, particularly those op-
erating under wide area network conditions that characterize
most distributed musical collaboration systems.

In addition, the lack of prior VR experience among partici-
pants may have influenced adaptation patterns and user expe-
rience ratings. Future studies should investigate how extended
exposure and familiarity affect both technical performance
tolerance and creative engagement.

Further investigation is needed into how individual hardware
variations affect group performance, especially in the context
of developing systems capable of maintaining synchronization
across heterogeneous user equipment.

Additionally, the moderate creative support scores suggest
significant opportunity for instrument design improvements
that could enhance the collaborative music-making experience.

Finally, although we demonstrated a proof-of-concept ver-
sion of the decoupled architecture, it depended on a custom-
built integration of diverse technologies. Future works might
focus on fully integrated solutions that might reduce the
complexity and be more efficient in integrating and accommo-
dating different types of technologies, as started to be explored
by the Internet of Sounds community [33].

VI. CONCLUSION

Musical Metaverse applications fundamentally represent ul-
timately immersive social spaces where all aspects of mu-
sical creativity and collaboration must be supported —not
only in performance execution but also in group ideation,
brainstorming, and peer support. These environments require
optimization across multiple dimensions, where both latency
and audio quality must be carefully balanced to preserve the
essential characteristics of musical interaction.

Our results show that dedicated hardware for audio pro-
cessing can help in maintaining stability compared to general-
purpose solutions and current architectures used in systems
such as PatchWorld or CSoundMeta, as it operates without
competing system demands. This finding suggests that future
architectures should also relocate voice communication chan-
nels to the dedicated NMP subsystem, instead of leaving it
to the VR subsystem, where it is usually located. Through
this it will be possible to leverage the specialized character-
istics of integrated solutions such as Elk Live and Elk LIVE
Bridge, while leaving visual and gestural processing to the
HMD. However, this leaves open a problem related to the
synchronization between the two layers.

Furthermore, our observations show that musicians can
effectively navigate multi-layer system performance when they
understand which communication channels remain reliable.
This principle directly informs VR music interface design,
where distinct status indicators for different system layers
could enhance collaborative effectiveness.

While these findings represents a challenge to the as-
sumption that technical excellence automatically translates to
musical excellence in VR environments. Instead, musical col-
laboration thrives on predictability, consistency, and selective
optimization—principles that should guide next-generation
Musical Metaverse system development.
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